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Background
● Bachelor and Master in Contemporary History

● Final year PhD student in Digital Humanities at UniBo

■ Thesis: “The Web as a Historical Corpus”

● Researcher at Data and Web Science Group, UniMannheim



Cfp: special issue of IJHAC
The future of digital methods for complex 
datasets.

Guest editors: Jennifer Giuliano and Mia Ridge
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Historians are dealing with large collections:

● Text exploration
● Information Retrieval
● Quantification

The future of digital history
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Current problems
It’s very difficult to:

● Find the right approach for a specific question

● Establish its reliability

● Move beyond text exploration

● Answer a humanities research question



Our goal at Data and Web Science Group
Sustain hypothesis-testing analyses

Offer both tool implementations and evaluation platforms

Train students with experience both in data science and 
humanities / social sciences

Nanni, Kümper and Ponzetto, “Semi-supervised Textual Analysis and Historical 
Research Helping Each Other”, IJHAC, 2016.



Today’s talk
Overview of three researches we recently conducted at DWS:

1) Entities as Topic Labels

2) Building Entity-based Collections of Global Events

3) Topic-Based Analysis of Political Positions



Entities as Topic Labels

Anne Lauscher1, Federico Nanni1, Pablo Ruiz Fabo2 and Simone Paolo Ponzetto1

1Data and Web Science Group, University of Mannheim
2LATTICE Lab, École Normale Supérieure



Why topic models are awesome
They are able to identify the most important topics in a 
collection of documents.

Figure from Blei (2012)
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Labeled LDA
Each document is described with one or more labels, each 
label is associated with a specific topic (Ramage et al., 2009).



How to automatically obtain labels?
Different approaches:

- Keyphrase digger (FBK - Trento)

- Labeling the obtained topics (Hulpus et al., 2014)



Our approach: entities
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Our approach: entity ranking
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Our approach: entities as topic labels
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Labeled LDA!



Different case-study
Transcripts from European Parliament’s fifth term (1999-2004).

Threads in the Enron Corpus (600.000 emails, 158 
employees).

Discussions in the Hillary Clinton Email Dataset, a collection 
of redacted versions of emails (available on Kaggle).



Europarl corpus
Examined most relevant topics addressed by each party         
in the European Parliament’s fifth term (1999-2004).
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Examined most relevant topics addressed by each party         
in the European Parliament’s fifth term (1999-2004).
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How to evaluate it?
 

1. Label selection

2. Label ranking

3. Label-topic relation

Following slides introduce 
the ongoing master thesis work 
of Anne Lauscher (Univ. Mannheim) 
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Topic-label relation
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First results - 50 docs labeled

Avg number of 
label selected 

Recall on
user selection

Docs with 0 
annotations

EuroParl 4 0.88 2

EnronCorpus 4 0.91 7

ClintonCorpus 4 0.95 1



First results - ranking

MAP
TF-IDF Ranking

MAP
LLDA Ranking

RandomBaseline 0.30 0.30

EuroParl 0.51 0.54

EnronCorpus 0.40 0.41

ClintonCorpus 0.48 0.52



Conclusion
Entity-labels could drastically improve topic interpretability.

However it is necessary to always evaluate them.

We will release:

- The pipeline for labeling topics with entities

- A tool for evaluating each step of the process



Building Entity-based 
Collections of Global Events

Federico Nanni, Simone Paolo Ponzetto and Laura Dietz

Data and Web Science Group 
University of Mannheim

{federico,simone,dietz}@informatik.uni-mannheim.de
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Identified by a common name: the Wall 
Street Crash of 1929.
Also known as: the Black Tuesday, the 
Great Crash, or the Stock Market Crash.



Global events
Identified by a common name: the Wall 
Street Crash of 1929.
Also known as: the Black Tuesday, the 
Great Crash, or the Stock Market Crash.

Name appears in related documents



Retrospective analyses
Studying how events are perceived by society is a 
fundamental research task for humanists and social scientists.

Event 
collection
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Solutions: doc filtering, focused crawling

Collect the documents that 
contain all query words (e.g. 
Kedzie et al., 2014).

E.g. query: “wall street crash 
tuesday stock market 1929”



Missing the early stages
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A contemporary example
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Brief idea for finding early stories
Given a named event:

1. Identify related entities

2. Retrieving text passages with entity in context

3. Building a language model for each entity

=> Entity event-query expansion!



How do we identify related entities?



Simple graph-based entity relatedness
Event

Entity

Wiki - Event

Wiki - Entity

Inlinks

Global Inlinks

Outlinks

● Inlinks 
● Outlinks
● How balanced they are



Identifying related entities

Gold standard: 10 global events (between 2012 and 2014). 
Human annotators assess the relevance of retrieved entities 
on a binary scale.
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“Russia, also officially known as the 
Russian Federation, is a sovereign 
state in northern Eurasia. It is a 
federal semi-presidential republic.”



Retrieving explanatory passages
Entity page

Event page

Entity

“From the early stages, the Syrian 
government received technical, 
financial, military and political support 
from Russia, Iran and Iraq.”

“Russia, also officially known as the 
Russian Federation, is a sovereign 
state in northern Eurasia. It is a 
federal semi-presidential republic.”



Retrieving explanatory passages

% Good

Entity page snippet 45%

Event page snippet 68%

Entity page

Event page

Entity



Conclusions

A simple entity relatedness approach is useful for identifying 
entities related to an event.

Entity needs to be considered in the context of the event for 
building the language model.

Next step: evaluate “early stories detection”.

Nanni, Federico, Simone Paolo Ponzetto, and Laura Dietz. "Entity Relatedness for Retrospective Analyses of 
Global Events.", NLP+CSS Workshop at WebSci16, 2016.



Topic-Based Analysis of 
Political Positions in US 

Electoral Campaigns
Federico Nanni, Caecilia Zirn, Goran Glavas
Jason Eichorst and Simone Paolo Ponzetto 

Data and Web Science Group 
Collaborative Research Center SFB 884

University of Mannheim

{federico,caecilia, goran,simone}@informatik.uni-mannheim.de
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Introduction

● Campaigns designed to inform voters on candidates ideas 

● Converging on a position is an interesting process because 
candidates must satisfy

■ Interests of party members and groups during 
primaries

■ Interests of voters in general elections

● Often, there is a notable shift in candidate positions between 
primaries and general elections



Mitt Romney’s Etch-a-Sketch

“Everything changes. It’s almost like an Etch-a-Sketch. You can 
kind of shake it up and restart all over again.”



Mitt Romney’s Etch-a-Sketch

“Everything changes. It’s almost like an Etch-a-Sketch. You can 
kind of shake it up and restart all over again.”

Starting Hypothesis: For certain topics these changes might be 
more prominent than for others



Topics

Coarse-grained topics from Comparative Manifesto Project:

1. External relations
2. Freedom and Democracy
3. Political System
4. Economy
5. Welfare and Quality of Life
6. Fabric of Society
7. Social Groups



Speech dataset

Speeches manually labeled with topics at paragraph level.     
Two annotators, moderate IAA of 0.55 (Cohen’s kappa).

Contains altogether 9 speeches from 2008, 2012, and 2016 
elections (around 1k paragraphs).



Topical classification

Topic classifier: SVM with lexical and semantic features.

Two experimental settings:

1. Domain transfer setting: training the model on manifestos, 
testing on speeches

2. Pure speeches setting – Folded cross-validation on 
speeches

Baseline model: SVM with bag-of-words features.



Topical classification

Classification results (in terms of F1 score): 

● Domain transfer setting (training on manifestos): 36.2% 
● Baseline model (BoW SVM, CV on speeches): 71.2% 
● Pure speech setting (CV on speeches): 78.6% 

Conclusion: Transfer learning doesn’t work between different 
domains of political text.



Political scaling

Best performing model made topic predictions on the speeches.

For each candidate, we concatenate all paragraphs with same 
topic and same phase (pre-primaries, primaries, elections).

Finally, we feed each phase-topic slice to the Wordfish tool.



Coarse-grained analysis (2008)

First we analyzed the general positions (Wordfish on entire 
speeches), as a baseline for analysis.



Fine-grained analysis (2008)

Next, we analyzed topic-specific positions: 
External Relations



Fine-grained analysis (2008)

Next, we analyzed topic-specific positions: 
Welfare and Quality of Life



Conclusion

Topic-based position analysis could offer fine-grained 
perspectives on political campaigns.

Important evaluating approaches for the task.

We are working on a Python implementation of the pipeline!



Final wrap-up

Our approach to DH has a strong NLP approach.

Focus on:

1. Hypothesis-testing analyses
2. Tool evaluation
3. Train researchers with highly interdisciplinary profiles



Thanks!

Data and Web Science Group

http://dws.informatik.uni-mannheim.de

{federico,simone}@informatik.uni-mannheim.de

Historisches Institut
http://www.geschichte.uni-mannheim.de

hiram.kuemper@uni-mannheim.de


