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OVERVIEW

In this work, we focus on the detection and classification of T Y — -
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resulting reuse-detection accuracy. We find that word B s et o

embeddings can help to improve accuracy if lexical features

(such as the overlap of similar words) fail. MSRP Gulli's Bernard
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Paraphrastic text reuse classification requires ML-relying text type |news articles |news articles |sermons & treatises

techniques. Yet, historical languages often lack enough (headlines &

primary material for certain time periods to adequately train banner)

ML classifiers. Consequently, basic NLP techniques (e.qg., _ _

similarity thresholds over n-gram shingles), which are reference |, i 005, Auto-|anatomy  of & news|searching with Biblindex. . the

independent from an advanced training experience, are matically constructing a|search engine. In: I4th|online  index  of  biblical

applicable. To improve thiS we need to systematically study corpus  of sentent_lal International World Wide quotatlons in e_arly Christian
. : . paraphrases. In: Third|Web Conference, pp.|literature. In Clivaz, Gregory,

the performance of such teChnlqueS on historical texts and International Workshop | 880-881. Chiba, Japan. |and Hamidovic, editors, DH in

we must understand in what way ancient languages behave (Izgdefaatriiﬁhraosfmgl.\latﬁ?‘;a: ngr'iigggnEgtrLVd iéiwish alf;ds _Elagr'zv

differently than contemporary languages when they are e P i, Bl e i '

transferred and reused paraphrastically.
RESEARCH QUESTIONS

RQ1: What features support a cross-lingual reuse classifi-

cation? RESULTS

RQ2: What characteristics must a source training text have train | test precision recall fscore | precision recall fscore
to enable classification of the target language? KNN positive negative
MSRP | MSRP 74 68 71 42 50 46
MSRP | Bernard .62 45 53 S8 713 .65
Gulli’s | Gullr’s .83 81 .82 .83 85 .84
Gulli’s | Bernard 82 82 82 .83 .83 83
DT positive negative
FEATURES MSRP | MSRP 12 .86 78 S0 29 37
MSRP | Bernard 49 1.0 .66 - 0.0 -
F1 = the relative no. of words that two text excerpts have in Gulli’s | Gulli’s .88 .82 .85 .84 90 87
common: Gulli’s | Bernard .86 34 48 .59 .94 13
1 2 SVM positive negative
F1(textl, text2) = — XL N textZ] MSRP | MSRP 72 94 8l 62 20 3l
min(|textl|, |text2|) MSRP | Bernard 96 51 67 67 98 .80
| o | Gulli’s | Gulli’s 87 84 86 86 88 87
F2 = the relative no. of similar words that two texts have in Gulli’s | Bernard 87 83 86 84 90 87
common:
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|text2.io texe1| 1S the no. of words from text2 that fuzzily 0l I —— ]
match at least one word of textl with a 0.2 ratio of character 9 |
edits. :
0.6 | - 0.6 | i
F3 = the relative amount of words from text2 that are "o  KNN "o KNN
collocations of the words from text1: 0.5 | = DT || 05| = DT |-
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|text2.3 texe1| 1S the no. of words from text2 that are i | _
collocations of any word from textl. Collocations are (a) Results of initial feature set (b) Results including the new feature

calculated within textl or text2 for each word of the

corresponding text wit a max. distance of 2. RQ1: We learn that lexical features are useful for cross-lingual

classification, and that semantic characteristics support the
Extra Feature identification of paraphrastic reuse.
RQ2: We can achieve a well-working classification when the

F4 = is the cosine of the angle between the averaged word training data is similar to the test data.

vectors of textl and text2.
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