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In this work, we focus on the detection and classification of
paraphrastic text reuse in historical texts. We present an
experiment of cross-applying models trained for paraphrase
recognition on modern English text corpora to historical texts.
We analyze the impact of four different features on the
resulting reuse-detection accuracy. We find that word
embeddings can help to improve accuracy if lexical features
(such as the overlap of similar words) fail.

MOTIVATION

Paraphrastic text reuse classification requires ML-relying
techniques. Yet, historical languages often lack enough
primary material for certain time periods to adequately train
ML classifiers. Consequently, basic NLP techniques (e.g.,
similarity thresholds over n-gram shingles), which are
independent from an advanced training experience, are
applicable. To improve this we need to systematically study
the performance of such techniques on historical texts and
we must understand in what way ancient languages behave
differently than contemporary languages when they are
transferred and reused paraphrastically.

RESEARCH QUESTIONS

RQ1: What features support a cross-lingual reuse classifi-
cation?

RQ2: What characteristics must a source training text have 
to enable classification of the target language?

(a) Results of initial feature set (b) Results including the new feature

RQ1: We learn that lexical features are useful for cross-lingual
classification, and that semantic characteristics support the
identification of paraphrastic reuse.

RQ2: We can achieve a well-working classification when the
training data is similar to the test data.
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F1 = the relative no. of words that two text excerpts have in
common:

𝒇𝟏(𝒕𝒆𝒙𝒕𝟏, 𝒕𝒆𝒙𝒕𝟐) =
|𝒕𝒆𝒙𝒕𝟏 ∩ 𝒕𝒆𝒙𝒕𝟐|

𝒎𝒊𝒏( 𝒕𝒆𝒙𝒕𝟏 , |𝒕𝒆𝒙𝒕𝟐|)

F2 = the relative no. of similar words that two texts have in
common:

𝒇𝟐(𝒕𝒆𝒙𝒕𝟏, 𝒕𝒆𝒙𝒕𝟐) =
|𝒕𝒆𝒙𝒕𝟐𝒔𝒊𝒎𝟐_𝒕𝒆𝒙𝒕𝟏|

|𝒕𝒆𝒙𝒕𝟐|

|text2sim2_text1| is the no. of words from text2 that fuzzily
match at least one word of text1 with a 0.2 ratio of character
edits.

F3 = the relative amount of words from text2 that are
collocations of the words from text1:

𝒇𝟑(𝒕𝒆𝒙𝒕𝟏, 𝒕𝒆𝒙𝒕𝟐) =
|𝒕𝒆𝒙𝒕𝟐𝒔𝒊𝒎𝟑_𝒕𝒆𝒙𝒕𝟏|

|𝒕𝒆𝒙𝒕𝟐|

|text2sim3_text1| is the no. of words from text2 that are
collocations of any word from text1. Collocations are
calculated within text1 or text2 for each word of the
corresponding text wit a max. distance of 2.

Extra Feature

F4 = is the cosine of the angle between the averaged word
vectors of text1 and text2.

𝒗𝒆𝒄𝒕𝒆𝒙𝒕𝟏 =
 𝒊=𝟎
|𝒕𝒆𝒙𝒕𝟏|

𝒗𝒘𝒊
𝒕𝒆𝒙𝒕𝟏

, 𝒗𝒆𝒄𝒕𝒆𝒙𝒕𝟐 =
 𝒋=𝟎
|𝒕𝒆𝒙𝒕𝟐|

𝒗𝒘𝒋

𝒕𝒆𝒙𝒕𝟐

𝒗𝒘𝒊 is the word embedding of a word in text1 and text2.

MSRP Gulli‘s Bernard

positive 2753 2656 1127

negative 1323 2661 1126

text type news articles news articles
(headlines &
banner)

sermons & treatises
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